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SECTION 1

INTRODUCTION AND SUMMARY

1.1 PURPOSE

This quarterly report describes the analyses performed by the Bendix
Aerospace Systems Division on multispectral information collected over the
shoal waters of Lake Michigan. Included are details of the acquisition and
processing hardware. Principally, however, this report discusses the anal-
ysis approach used in studying multivariate reflectance data.

The particular problem examined is the prediction of water depth from
reflectance measures. Before beginning an analysis, the physical parameters
were studied and a mathematical model derived. The technique of regression
analysis was chosen to evaluate the various channel measurements as predic-
tors of water depth. To assist in the association of a depth measure with a set
of reflectances, both factor analysis and time series analysis were used. The
factorizing of multivariate data represents a toocl whose scope reaches beyond
this single requirement. The significance and use of factor analysis are hence
discussed in detail.

The material reported covers the first phases of analysis. The conclu-
sions drawn are already guiding further study.

Section 1. 2 includes information on both the data acquisition and data
processing hardware. The analog tapes recorded in the air are analyzed with
the laboratory facilities as indicated. The possible routes of data flow are
shown in the discussion on processing techniques.

1.2 DATA ACQUISITION FACILITIES
1.2.1 Bendix Multispectral Scanner

The airborne elements of the Bendix Multispectral Scanner System
(Figure 1) are a multispectral scanner, an electronics subsystem, and an
analog tape recorder. The scanner provides eight channels operating in the
spectral region from 0. 38 to 1. 2 microns. The instrument is basically an
imaging grating spectrometer using multiple photomultiplier detectors for
data output (Figure 2).
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Figure 1 Multispecti'al Scanner Airborne System
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Figure 2 Multispectral Scanner Pictorial Layout and Performance



Of interest in the scanner system is the technique used for calibration,
control, and dynamic range compression of the electronic signals. The tech-
nique used is considered a major technological advance in this type of scan-
ner. Calibration sources are provided for dark reference and illumination
level reference. Signals from these calibration sources are injected into
every channel on every scan line. The illumination level reference used is
diffuse solar (and sky) irradiance brought into the scanner from above the air-
craft through a fiber optics bundle terminating below a diffusing surface (Fig-
ure 3).

Calibration of each channel is accomplished by a closed-loop elec-
tronic servo which automatically compensates for spectral and intensity var-
iations in terrain illumination and variations in the optical and electronic
characteristics of the scanner. The video output from each of the eight chan-
nels is calibrated to yield directly terrain spectral reflectance. System elec-
tronics permit selection of the total reflectance range sent to the tape re-
corder, This is a vital feature because tape recorder dynamic range is the
limiting factor of the system dynamic range.

A synchronizing signal, produced by the rotation of the scan shaft,
and the signal from each channel of the multispectral scanner is passed to the
electronics subsystem for frequency modulation. From here it is passed to
the AR-1600 analog tape recorder. The coiled element beside the scanner in
Figures 1 and 2 is a fiber optics bundle which is used for automatic gain con-
trol (AGC) of the scanner electronics. This fiber optics bundle is inserted
through a hole in the top skin of the aircraft and samples the illumination inci-
dent on the aircraft top. Because the flights are conducted at low altitudes,
the illumination incident on the aircraft top is very nearly the same as that in-
cident on the ground. The illumination sampled this way is conducted to a
near-zero-reflectance cavity and a lens which collimates light transmitted by
"the fiber optic bundle. Collimated light from this fiber optics bundle is thus
imaged on the aperture of the scanner when the scan mirror is directed to-
ward the collimating lens. The signal produced when the scan mirror is look-
ing at this reference is used to drive a closed-loop AGC system which is inde-
pendent for each channel of scanner electronics. In this way, the video signal
actually recorded is independent of the incident illumination and becomes a
property only of the material in the field of view (FOV).

1.2.2 Data Processing Facilities

The airborne elements of the Bendix multispectral scanner system in-
clude the multispectral scanner, the electronics subsystem, and an analog tape
recorder (Figure 1). The scanner has eight channels operating in the spectral
range from 0. 38 (ultraviolet) to 1. 0 micron (near-IR). Tapes recorded in
flight have eight channels of video data and one channel of synchronization
signal.

4
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Figuré 3 Multispectral Scanner, Cover Removed




The video produced by the scanner has a nominal bandwidth extending
from DC to approximately 100 kHz. To preserve information over the entire
frequency range, FM recording of the video signal was selected. The AR-
1600 is not an FM tape recorder. Frequency modulation of the video signal
is accomplished in the electronics subsystem. The input to the electronics
subsystem is the video signal with the bandwidth of DC to 100 kHz. The sig-
nal obtained on the output of the electronics subsystem is an FM signal with
450-kHz carrier frequency. The modulated carrier is then passed to the AR-
1600 for direct analog recording.

The video signal is displayed in the laboratory by playing the tape back
through a wideband FM system. The laboratory is provided with an Ampex
FR-1800H tape recorder for this purpose. The carrier frequency recorded
in flight is demodulated and made available for use in the laboratory just as
though it were being produced in real time by the multichannel scanner.

At this point (identified in Figure 4 as tape playback), three different
operations may take place. Single-channel imagery may be produced by di-
recting the video from the desired channel to the film recorder. Alterna-
tively, digital samples may be taken from the analog tapes. A 5-psec sample
is taken simultaneously from each channel at the output of the recorder. The
sampling point occurs at a constant, adjustable, time delay from the leading
edge of the video signal. When the video signals are film recorded side by
side, the sampling points appear as a straight line in the 120° FOV of the
scanner running the length of the flight line. These samples are recorded on
a digital tape transport and subjected to data analysis (Figure 5).

Analog data processing equipment is shown in Figure 6.

The end result of such analyses is processing constants. These coef-
ficients are applied to an analog computer to yield enhanced signals, corre-
sponding to the center branch of Figure 4. Each channel of the original re-
corded data is delivered to a separate processor and is multiplied by a con~
stant as dictated by the computer printouts. All modified channels are then
summed, forming a single new signal—a linear combination of the eight chan-
nels, At present, two such linear combinations may be generated simultane-
ously. Enhanced imagery may then be recorded in the same manner as a
single video channel. The results of a previous analysis may be applied di-
rectly to unanalyzed data (represented by center path of Figure 4). This
would occur when a particular linear combination has been previously isolated
as causing a desirable enhancement.

Imagery of both continuous and binary gray levels is produced by using
a fiber optics cathode ray tube (CRT). The CRT is operated at 7 kv, the beam
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Figure 6 Analog Data Processing Equipment




being deflected in one direction only. To produce imagery, a roll of film is
simply pulled across the fiber optics faceplate. The exact speed of the film
is linearly proportioned to the velocity/height (V/H) ratio of the aircraft in
which the data were collected. The video data become available at a rate of
100 lines per second. This is because the rotation in the scan shaft is

100 rev/sec when the data are originally collected. The duty cycle is
33.33%, corresponding to the fact that the video gate in the scanner circuitry
is open only during the period of time when the scan mirror is within 60° of
the vertical position (120° FOV). A video pedestal with the same duty cycle
must be prepared to modulate the intensity of the CRT beam. The video sig-
nal is superimposed on the high portion of the video pedestal while beam
blanking is obtained during the remaining two-thirds of the duty cycle.

Figure 7 shows the various waveforms and video signals used to
modulate the intensity and deflect the CRT beam during film recording. The
primary clock is the video sync signal recorded in flight. The total duration
of one cycle of this signal is 0.01 sec. Its amplitude is -2 v during the time
video is recorded and 0 during the unused portion of the duty cycle.. The
video pedestal is obtained by inverting the primary clock or video sync sig-
nal to obtain a zero voltage during the useful portion of the duty cycle and a
-2 v blanking signal during the unused portion. The video signal and video
pedestal are added and directed to the video amplifier which prepares the
signal for modulation of the control grid voltage. This is usually an isolated
video amplifier, because fiber optic CRTs must be operated with a grounded
anode placing the cathode and control grid at a negative high voltage.

The CRT is magnetically deflected. The input signal for the deflection
amplifier is a sawtooth signal obtained with a special circuit procured as an
off-the~-shelf device which is triggered by video sync signal. When the ampli-
tude and duration of the sawtooth are adjusted to be suitable for beam deflec-
.tion, the signal is directed to the deflection amplifier. This device trans-
duces the voltage waveform into the appropriate current through the deflec-
tion coils.

These are the essential operations that must be performed on the tape
recorded data to place the video signal in a form suitable for film recording.
The sync signal is used for all timing operations in connection with operating
the CRT. The video signal proper is used for intensity modulation. Gain
and bias settings from this point are more critically related to the properties
of the particular system used to produce imagery than to the properties of
the recorded data used to produce the video signal.

This section has described the use of collected analog data, indicated
various hardware procedures for generating imagery, as well as discussed
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Figure 7 Waveforms and Signals Superposed to Operate the Film Recorder
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some intermediate operations necessary in the production of that imagery.
The data analysis techniques are detailed in following sections.

1.3 SCOPE OF ACTIVITIES

Several flights were made over the shoal water of eastern Lake
Michigan (Pentwater, Michigan) to collect multispectral line scanner data
and sufficiently thorough and quantitative ground truth to permit a careful
data evaluation. This site was selected for two reasons: (1) the lake area is
being thoroughly mapped by the US Lake Survey branch of the Army Corps of
Engineers; and (2) the location is convenient to Ann Arbor, Michigan. An-
other flight was conducted over Hammond Bay, a portion of L.ake Huron
northwest of Rogers City, Michigan. Less thorough ground truth is available
" for the Hammond Bay data.

The data were collected for information related to water depth. By
processing the multispectral video, any information related to water depth is
to be isolated and quantitatively related to actual water depth measurements.
Imagery from the scanning instrument may be interpreted directly as a mea-
sure of spectral reflectance. The video data, however, are not linearly re-
lated to the actual depth. A mathematical model describing the relationship
between the video measurements and the actual water depth has been devel-
oped to establish the nature of the nonlinearity.

Other information in the video is of secondary interest in exploring the
capabilities of multispectral equipment and developing data processing tech-
niques to extract the information. In support of this interest, water samples
of selected points and depths along the flight lines were collected and analy-
zed in a chemical laboratory to determine the amount and nature of the sus-
pended material in the water. The results of the analysis are contained in

Appendix A.

Hence, the information now assembled includes: (1) the multispectral
video data recorded during three flights (two over the Lake Michigan site and
one over Hammond Bay in Lake Huron), (2) a mathematical model paramet-
rically describing the variations to be expected, (3) the results of water
sample analysis for the two Lake Michigan flights, and (4) IR imagery and
- photography collected during some of the flights.

The value and interpretation of this information are the substance of the
work in this report. This interpretation includes statistical analysis of the
video data and its correlation with available ground truth. This process is
intended to lead to a quantitative mapping of water depth contours. The study
in progress is directed to the theory of interactions between water and sun-
light, and a statistical study of the tape recorded data which illustrate these

11




variations. Remaining variations in the data will be examined to determine if
they are consistent with explanations related to sun angle, weather conditions,
instrument performance, or other such effects. From this examination, im-
provements in instrument performance and design might be suggested.

With the exception of the water sample collection and its subsequent
analysis, the study activities are restricted to interpretation and analysis of
the recorded video signals. While field activities directed towards providing
video data suitable for analysis are not part of the study, a description of
those activities is included.

This report includes a statement of each particular problem, the ap-
proach taken, the accomplishments, and further planned work. The subjects
are: (1) mathematical modeling of water and light interactions, (2) factor
analysis studies, (3) time series analysis of lake data, and (4) preliminary
results from a regression study.

12




SECTION 2
APPROACH

The approach used to satisfy the primary objective of the study—the de-
velopment of a methodology for extraction of information from multispectral
data —has been the intensive study of a sample of data within which the infor -
mation content is known in advance. The methods found to be useful for
automatic extraction of this information will then be applied to similar data to
evaluate the degree of generality with which the methodology developed may
be applied.

The problem selected for study is the measurement of water depth in
shoal water, using the Bendix multispectral scanner as a remote sensing de-
vice. Flights conducted during the week of 21 July (over Lake Michigan near
Pentwater, Michigan) form the body of shoal water data selected for initial
intensive study. These flights were flown over the area shown in the map of
Figure 8. The best on-sight ground truth was obtained on Flight Line 4, Dig-
ital samples of the tape recorded video were taken from this flight line.

All the flight lines shown on the map were selected to coincide with
lines along which the US Lake Survey Branch of the Army Corps of Engineers
had plotted the shape of the bottom as a function of the distance from the
water's edge. This work was completed approximately two months before the
first Bendix flights. A US Lake Survey representative from the Detroit office
who was in charge in the field operations noted that the bottom had not
changed significantly during the three months of their study. Since the
weather conditions did not include severe storms between the completion of
the US Lake Survey operation and the Bendix flights, this source was used as
the water depth measurement.

Bendix also conducted operations on the water during the week of the
flights. Independent measurements were taken of the water depth contour.
Water samples were collected and analyzed as described in Appendix A. The
intended flight line was marked on the water surface with anchored floats
(visible in the imagery recorded during the flights).

The bottom contour along Flight Line 4, as reported by the US Lake

Survey, is illustrated in Figure 9. Using multiple regression analysis, quan-
titative measures of a directly observable parameter such as water depth can

13
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Figure 8 Map of Flight Lines Over Pentwater, Michigan
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frequently be obtained from remotely observable parameters such as the video
voltage levels of several channels of a multispectral scanner. The regres-
sion requires that each observation of the independent variables (the digital
sampling of eight channels of multispectral video) be accompanied by the cor-
responding value of a dependent variable (the water depth).

The following description of the approach used in depth prediction be-
gms with a discussion of a mathematical model. Simulations using the re-
sults of the model are revealed. The hardware technique used in providing
digital samples of reflectance measures for computer analysis is then de-
scribed. A method of associating, with each sample, a value of the depen-
dent variable, water depth, utilizes time series and factor analysis. These
two sections indicate how variation in the multispectral information, as
isolated with factor analysis, is correlated with the lake bottom contour.
Software improvements in both cross-correlation and factor analysis pro-
grams are mentioned. Completion of this method will make available a
series of independent and dependent variables which can be subjected to
regression analysis, as described in Section

2.1 MATHEMATICAL MODEL

Color changes in shoal waters are usually associated with the bottom
contour and composition. Since these changes are more pronounced in the
spectral bands at which water transmits well, and since the effect is large,
color change phenomena were one of the first selected for study with the
Bendix 9-channel scanner. Because the color change is obviously not

linearly proportional to depth, a model was developed to predict the rela-
tionship between depth and color change.

The intuitive requirements placed on the model were:

1. The bottom reflectance must influence the returned energy for
shallow depths but not for large depths

2. The water alone determines the coloration of returned energy
for large depths.

The problem is solved for the effective reflectance of the water and
the bottom is defined as the ratio of upwelling to downwelling light intensity,
as observed just below the water surface. This eliminates the effect of re-
flections from the air-water boundary. While this is an important effect in
terms of what is observed with a line scanner, the effect is DC in nature and
is not affected in the same way by depth variations. The model achieved is
specialized to the case of diffuse illumination. The restriction is imposed

17




because the upwelling light intensity in the water is diffuse; under this con-
dition, scattering is equally probable in the upward and downward directions.
If the downwelling incident light intensity is not also diffuse, then downward
scattering of this component is more probable than upward scattering. The
effect of removing the restriction is to extend to greater depths the utility of
the model for water depth studies; the incident light is then carried to greater
depths by downward scattering of downwelling light intensity.

The ratio of ﬁpwelling to downwelling radiation intensity just below the

air-water boundary surface of a body of water, depth equal to Z, is described
by the function:

v alArZ -QAI‘Z
+ + -
Iu('z) ] (Q,Ar -Rb aSAb) e (aAr-q—Rb chAb)e . (2-1)
1,(2) ra A “art o A “ApT
(Q'Ar+ a’s b e @ - -‘ aS b €

The following definitions apply:

o = -scattering coefficient
@, = absorption coefficient
Rb = reflectance of the bottom
r = N1 +2 as/aA
= r+
r, r+1
r = r-1
Ab = 1- Rb = absorption of the bottom.

The resulting ratio,

]

R (2), (2-2)
s
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the apparent reflectance of the water body, neglecting surface effects, ap-
proaches a limit which depends only on g and ap for large Z. For the case
of no scattering, a = 0, the expression reduces to:

R (2) = 7P, (2-3)
The ratio
Iu
z =
Rs( ) Id - (2-4)

has been evaluated as a parametric function of the bottom reflectance and the
ratio, ‘

a, ’ (2-5)

of scattering coefficient to absorption coefficient. If numerator and denomi-
nator are divided by wp, these two parameters completely specify the result
as a function of the product depth measure, apZ. This is simply the water

depth measured in units of 1/aps. Figures 10 to 13 are piotted against Z in
these units. .

The asymptotic value of Rg(Z) is a function only of A = ag/ep. This function
is also plotted. Since A can be determined as a function of wavelength,
Figure 14 is titled '"Limiting Value of Water Color."

2.1.1 Solution

The depth measurement, Z, is taken with zero at the bottom of the
body of water. The downwelling and upwelling components of light intensity
in the water are I4(Z) and I;(Z). The effective reflectance just below the
surface of water having a depth Z is:

L (2

R.(2) = 1, (2) ) (2-6)

The same ratio, taken at the bottom, Z =0, is:

I (O)

u
= = . 2-7)
Id ) RB Bottom Reflectance (

RL(0) =
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2.1.2 The Equations

The variation of light intensity with depth is due to absorption and
scattering., Because the case considered is 2 medium uniformly illuminated
at a plane, components of scattering interactions in directions other than
up or down can be disregarded. Scattering in these directions provides
coupling between the two equations required to describe separately the
downwelling and the upwelling intensity. To obtain these equations, consider
the variations in each direction over a thin horizontal layer. With the aid
of Figure 16 and remembering that the sign of the variations must be selected
considering the origin of the Z axis to be below the horizontal layer, the equa
tions to be solved can be written by inspection.

Consider the contributions to the change in Ig across this horizontal
layer. Absorption and scattering decrease the value of Ig moving down-
ward over a negative AZ; this provides a net positive contribution to dlg.
Scattering of upwelling radiation into the downward direction increases
the value of Iy moving downward over a negative AZ; this provides a net
negative contribution to dl;. :

Thus:

, ) s
I,+dl Id(l a

d 4 dZ)(1 + ast) - Iuast. (2-8)

A

Conversely, absorption and scattering decrease the value of I;; moving
upward over a positive AZ; this provides a net negative contribution to dl;.
Scattering of downwelling radiation into the upward direction increases the
value of I; moving upward over a positive AZ; this provides a net positive
contribution to dIy.

Thus:

Iu + dIu = Iu (1 - aAdZ)(l - ast) + Idas dZ . (2-9)

These equations reduce to

i

dl

+ +
d Tyleg t e

A)dZ - Iuast (2-10)

dl

n

d(e ta,)dZ +1 e dZ (2-11)
u s A s

d
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when second-order terms are dropped. The scattering coefficient, ag,
and the absorption coefficient, ap, when multiplied by an infinitesimal
length, dZ, represent the relative likelihood of a particular photon being
either scattered into the opposite direction or absorbed. Since the model
is restricted to diffuse illumination, ag is equal for all depths and all
scattering directions; a photon is either scattered or not, and if scattered,
its direction changes. On a microscale, variations of Iy and Ig in a hori-
zontal plane are zero; the problem can therefore be solved in a single
dimension.

The solution to these coupled first-order equations is obtained by
standard methods involving conversion to a single second-order equation.
The result is:

-m?Z -
1(z) = C.e™+ce™ (2-12)
u 1 2
mZ -m7Z
= + . -1
Id(Z) C3e C4e (2-13)
In terms of the scattering and absorption coefficients,
- \/ 2 4 20,0 (2-14)
m = a, aa -

Only two of the four constants are independent. It is convenient, for the
solution desired, to assign Cj = 1 temporarily, then solve for those re-
maining by using three boundary conditions of which only two are indepen-
dent. The solutions are evaluated at Z = 0, requiring that:

Iu(o) _ Rb
1,(0)
= - 2-15
dld . Id (as + aA)dZ Iuast ( )
= - + + o
dIu Iu(as ozA)dZ Idast
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Solutions of the form

C, = A/D

(2-16)
c, = B/D
c, = C/D

are obtained, suggesting that a better value for Cj is C; = D. Then the
constants become:
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The function described in the result section makes use of this solution.
2.2 DIGITAL SAMPLING OF MULTISPECTRAL DATA

Figure 16 is an image of the area known as Flight Line 4. This image
‘corresponds roughly to a photograph with extended-range panchromatic film;
it is obtained from the multispectral video collected over this flight line by
adding together all eight channels of video. The spectral range extends from
0. 38 to 1.0 micron, with spectral resolution as indicated in Figure 2. An
optical schematic of the scanner used to collect these data is also shown in
Figure 2.

Figure 17 is a series of eight images showing Flight Line 4 in each
of the eight spectral channels of the scanner. The western shore of Lake
Michigan has a series of parallel sand bars which characterize the
structure of the bottom from Chicago to Traverse City. These sand bars
are most easily visible in the channels within which visible light most easily
penetrates the water and is reflected from the bottom. The mathematical
relationship of the water, bottom, and light interactions is discussed in
Section . The direction of flight over this line was to the west (from
right to left in the illustration). The first step necessary in accomplishing
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the data processing is to extract digital data from the analog tapes. The
playback and film recording equipment used to produce imagery from the
tapes includes amultichannel A/D converter and a digital tape deck. The
A/D converter is used to select, sample, and record spectral signatures
of the interesting areas of the scene. The A/D converter is used with the
film recorder in operation; the imagery produced at this time is elec-
tronically identified in such a way that each signature in the computer
listing can be reliably identified with the image feature which produced it.
The digital tape thus produced is the link that permits communication of the
flight recorded analog data with the computer. The procedure is sum-
marized in Figure 18.

Figure 19 is a sample of imagery produced on the film recorder
during the digitizing operations. Note the dark black cursor line at either
end of the frame. This is produced by a video blanking signal super-
imposed on the imagery during the 5-y sec sampling period used to obtain
the digital signature; when the user is satisfied with the vertical position
of the cursor line, the sampling is initiated by a pushbutton which also
removes the blanking signal. Digital samples are recorded on the tape
transport at the vertical position indicated by the cursor line, once for each
scan line.

The horizontal density of samples and scan lines is estimated from
the aircraft speed and rotational speed of the scan shaft on the scanner.
During the flights of interest, the aircraft speed of 150 mph (statute) and
the scan shaft speed of about 6000 rpm give an estimated horizontal density
of 2.2 ft per sample. The terms sample and case are used interchangeably,
and the statistical results are often plotted as a function of case number.

Notice in Figure 17, that the sand bar structure of the Lake Michigan
bottom is most easily visible in Channels 3, 4, and 5,is barely perceptible
in Channels 2 and 6, and has no effect at all in Channels 1, 7, and 8. The
individual channel reflectances are plotted in Figures 20 through 27. Prior
to automated electronic systems, a reflectance graph could be made by
utilizing densitometric techniques. A severe dependence on the quality
of the collected photographs limited the extent of data extraction. In this
study the situation is reversed. The imagery is generated from the
reflectance information and depends primarily on controllable laboratory
parameters. The reflectance graphs of the sampled information show little
relation to the lake bottom contour in the ultraviolet and near-IR data.
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Figure 17 Eight Channel Images of Line
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2.3 FACTOR ANALYSIS

Digital samples collected, as previously indicated, are stored in the
IBM-360. Selection of particular cases for study is readily accomplished.
The following paragraphs describe the use of a factor analysis program in
extracting information from the stored reflectance measures. In the present
problem, an exact variable is sought from the collected data; factor analysis
is evaluated to isolate water depth as that variable.

The primary analysis technique used in this study of multispectral data
is factor analysis.* As one multivariate approach, principal component
analysis®** is used to locate underlying trends in collected measures. In the
present study, the measures are of spectral reflectance in the ultraviolet,
visible, and near-IR regions. The new variables (factors) sought may rep-
resent various physical phenomena. Factor analysis is used to emphasize
differences in the 8-channel spectral data sampled from the collected analog
tapes. When these differences are properly emphasized with factor analysis,
desired characteristics are automatically enhanced.

There are several excellent reasons for deriving new variables from
digitized scanner data. The several channels from the scanner are not
independent. Generally, they possess high first-order correlation. The
ranges of variation observed in different channels are unequal even though
the terrain observed is the same for all channels. The scanner data also
contain noise which confuses their interpretation.

An examination of the bandpass of each of the eight channels (see Fig-
“ure 28) reveals a certain degree of overlap. This affects 'he eight-dimension
reflectance measure by adding to any existing correlation between channels.
The effect is greatest in adjacent channels, but may be evident over a wider
range of wavelengths. A two-dimensional plot of digitizer values for two
channels reveals a linear trend. Factor analysis derives variables that are
uncorrelated. These effects are illustrated by the scatter diagrams of heter-
ogenous data in Figures 29 and 30. Notice the obviously high correlation in
the adjacent channel pairs scatter diagrammed in Figure 29. The nonadja-
cent pairs do not possess such high correlation. In contrast, there is a

lack of correlation in the factor pairs of Figure 30. Furthermore, in Fig-
ure 30 the clustering of points is most obvious in the Factor 1 and 2 pair,

and nearly disappears for higher numbered pairs. In the plots of channel
pairs, less distinct groups may be found in many of the scatter diagrams.

%, % Appendix B describes the formal mathematical properties of factor
analysis, both the principal component analysis and the operations known
as rotations.
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This illustrates the utility of factor analysis; data interpretation is simplified

by bringing the important correlatable differences into a smaller number of
variables.

The reflectance ranges used to calibrate the scanner during the Lake
Michigan flights are listed in Table I. These were derived from previous
water flights. Optimally, the calibration scheme would use the full dynamic
range of all channels. Typically, the ratio of variation between channels for
some digital samples may be as great as 4:1. The factors resulting from
the analysis all possess unit variance.

As in most electronic devices, there is noise (introduced by both the
measuring device and the real world) in each channel. The presence of
noise increases the difficulty in drawing conclusions based on digitized sam-

ple ¢~ 1>, A technique that minimizes the effects of noise by taking into
a. 1+ .- rchannel correlations would prove very useful. Factor analysic
€ s technique.

In addition to alleviating some of the above difficulties, factor analysis
.eveals several relevant characterististics of the observed measures. The
variables resulting from a factor analysis, known as factor scores, possess
zero means and unit variance. The principal component factor analysis is
most useful for this application because it expresses the variance of the mea-
sured data in terms of new directions. The analysis associates the direction
of maximum data variation with the first factor. The direction of second
greatest variance is isolated as the second factor, and so forth, until all the
variance has been redistributed armnong a new set of orthogonal, or linearly
independent, variables. Several other useful phenonena may then e dis-
covered. Usually, most of the information will appear in a fewer number of
factors than the number or original measures or one factor may describe or
isolate the noise in the data. Briefly, the use of factor analysis may improve
the signal-to-noise (S/N) ratio as well as diminish the number of variables
needed to characterize particular targets.

The development of the factor analysis program used in this study
stemmmed from work contained in the IBM Scientific Subroutine Package (SSP).
A double-precision version of the SSP program was found to be more accurate
when compared with several other available routines. The test for accuracy

was made by generating data containing known factors and submitting this
synthetic data for analysis.

The use of the class of transformations called Hadamard matrices
permits a priori knowledge of the principal component solution. Such a
matrix when multiplied by the appropriate constant defines orthogonal
eigenvectors. The product of this matrix with a diagonal matrix of eigen-
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TABLE I

CALIBRATION FOR LAKE MICHIGAN FLIGHT

Channel Reflectance
1 0-15%
2 0-15%
3 0-15%
4 0-15%
5 0-15%
6 0-15%
1 0-15%
8 0 - 100%



values (1/N\; along the diagonal) yields a factor matrix. The factor matrix
transforms normalized random numbers into channel readings. By beginning
with the directions (eigenvectors) and amounts (eigenvalues) of data variation,
synthetic data are generated.

The double-precision version of the SSP program was expanded for
additional versatility. The developed program is capable of numerous
rotation schemes, some of which are discussed later. The input/output
format was generalized to permit complete identification of data flow. The
program printouts were detailed to provide simpler interpretation of the
various steps printed. After testing, the program was used, as described,
in the present study.

A number of experiments were performed using the factor analysis
program. Initially, a principal component analysis was performed on sets
of reflectance measures. This involved the diagonalizing of a correlation
matrix formed from the raw data. Alternatively, it is possible to perform
this operation on the covariance matrix., Since the variance in each channel
is related to the calibration scale used for the flight, standardizing the
channel readings removes some arbitrariness. The process of diagonalizing
a correlation matrix results in a number of factors equal to or less than the
number of input measures. The eight factors resulting from a principal
component analysis of multispectral data, about the means and origin, are
shown in Figures 31 and 32.

The definition of directions of successively smaller amounts of data
variance by principal component analysis was discussed earlier.

In such an analysis of sampled water reflectances, Factor 1 represented
46% of the total variance in the collected data. Factor 2 accounted for 20%;
each of the third and fourth factors accounted for another 10% of the variance.
The remaining variables contributed the remainder of the variation (< 15%).

A plot of the individual channel readings (Figure 31) when compared
with a graph of Factor 1 (Figure 32) demonstrates the redistribution of data
variation. No single reflectance band reveals a similarity to the lake
bottom as does the resulting new variable. The principal component analysis
represents, however, only a cursory use of factor analysis as a multivariate
analysis tool.

In an effort to relate factors to physical phenomena, a simplification of
their form is undertaken. A factor may be viewed as a direction in measure
space. Ideally, this direction may be explained by some characteristic of
the observations. Frequently, the coefficients derived in the analysis reveal
a complex combination of the reflectance channels. To simplify the structure
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of extracted factors, rotations of the factors is undertaken. A transformation
of the coefficient matrix can force various elements to approach zero or unity.
Either the factors or channels (rows or columns of the matrix) can be treated
“in this manner. Analytic expressions for maximizing or minimizing the
matrix elements are available for producing orthogonal or oblique rotations

of the factors. The effect of applying these expressions is to expand the role

of variables found to be important in the particular factor and minimize the
contribution of less relevant variables.

There are no established criteria for determining the number of factors
to be rotated or the type of rotation best suited for a given problem. There
are, however, general goals. Traditionally, the term "parsimony' was used
to describe the objective of rotating the results of a principal factor analysis:
to describe actual underlying phenomena in the fewest number of measured
variables. To provide some insight into these conditions, various rotation
schemes were tried, including varying numbers of factors in the scheme. In
the present study, it is preferred to simplify the linear combination of each
factor rather than simplify the distribution of each variable. The two major
classes of rotation schemes for accomplishing this are Varimax (orthogonal
rotation) and Oblimin (oblique rotation). The latter form requires a constant
(between zero and one) to provide a unique solution. When the constant is
zero, the Oblimin factors are greatly simplified but highly correlated. At
the other extreme, though less correlated, the factors retain considerable
complexity. Thus, a constant of 0.5 was used for the oblique rotations (re-
ferred to as a Bi-Quartimin solution).

Aside from the transformation matrix (channel coefficients) and trans-
formed input data (factor scores), the program provides additional information
on the nature of the derived factors. The eigenvalues reveal the amount of
variance accounted for by each factor. In an eight-variable case, the total

“variance in the data would be eight units. The sum of the individual factor
eigenvalues of the same data must, therefore, also equal eight. Any factor
with greater than unit variance might be viewed as above average. The
factor matrix displays the distribution of variance from each channel over
the various factors. (See Table Il for standard case of normal data.) The
square of the element in the ith row, jth column, is the percent of variation
from channel i contained in factor j. A deviation matrix (shown in Table III
also for normal data), which could reproduce digitizer readings from the
factor scores, demonstrates the amount of change in channel readouts which
would be produced when a factor score deviates by one unit., The two
matrices shown were derived during the principal component analysis.

Using the descriptions of factor scores and their relations to the

multispectral data from which they were derived, it is often possible to
.determine some physical notion of the meaning of a given factor. To view
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the linear combinations correctly, the factor scores for normalized data are
examined. This matrix would represent channel coefficients if each channel
had the same variance. It shows, therefore, the mixture of frequencies
comprising each factor, unencumbered by channel variation.

By varying the minimum eigenvalue (variation attributed to a factor)
necessary to be included in a rotation, analyses of 2, 3, 4, 5, and 8 factors
were executed using Varimax and Oblimin criteria. Plots of the various
first factors (labeled Factor 1) are shown in Figures 33 through 36. (The
eight-factor solution for Oblimin rotation produced physically uninterpretable
results. The minimizing conditions are under examination to explain the
effect. It appears that the inclusion of factors which explain very small
amounts of variation in this rotation produces the observed failure.) In all
of the analyses, at least one factor demonstrated a similarity to the known
bottom contour for a distance of more than 400 ft from the shoreline. Just
as in the principal component analysis, the water depth factors possess
improved S/N ratio when compared with signals from any individual channel.
In all rotation schemes, the first factor was most similar in appearance to
the lake bottom contour.

To compare the spectral combinations suggested by the analyses, the
factor matrix and factor score coefficients for the first factor 1 from each
rotation is plotted. The factor matrix reveals the amount of change produced
in each channel resulting from a unit change in any factor. The coefficient
matrix indicates the particular linear combination of channels necessary to
recreate the various factors. Since the analyses are performed using the
correlation matrix (standard deviations removed), both the coefficient and
factor matrices may be examined in both normal and nonstandard form (with
and without the individual channel standard devications). Tables IV and V
show the Factor Matrix and Factor Score coefficient matrix multiplied by
the respective standard deviations. The equations at the top of each table
more clearly reveal the relation between the channel readings, X, and the
factors scores F. The underline portion describes the matrix below. The
plots in Figures 33 through 36 are of the nonstandard type. Also, the
magnitudes have been scaled for direct comparison. Of primary interest is
the relative changes occurring for the various solutions. In the case of the
orthogonal rotations, several patterns are seen in the coefficient schemes
(Figure 33). The two- and three-factor solutions appear very similar as do
the five- and eight-factor solutions. The solution containing four factors
contains some similarities to both pairs. All of the coefficient rotations
demonstrate sign differences for various channels, which is not true for the
principal component solution for the first factor. The two-, three-, and five-
factor solutions for the oblique rotation (Figure 35) indicate almost identical
combinations as the orthogonal rotations. The four-factor solution gives a
Factor 1 with opposite direction to the orthogonal case (the coefficients are
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multiplied by minus one). The factor loadings (Figures 34 and 36) demon-
strate the same agreement between orthogonal and oblique solutions. The
deviation of channels is very similar for all derived solutions, being greatest
in the visible region of Channels 3 to 5. Since light penetration is most effec-
tive in this frequency range, a natural characteristic of a water depth variable
is large expected change in those channels.

2.4 TIME SERIES ANALYSIS

The prediction of one variable from a set of independent variables can
only be accomplished if the data are in phase. Since the independent and
dependent variables in this study were not measured simultaneously, some
technique must be established for labeling the individual reflectance measures
with the appropriate depth of water. Each sample is an average reflectance
over a rectangular shape with the cell centers being approximately 2.2 ft
apart. Strict adherence to this estimate, however, could cause serious error
at large distances from the shore. Hence, a time series analysis of the
water depth data and a factor isolated in the previous section is performed.

The lake bottom contour is designated with the graph constructed by
the Corps of Engineers. To provide a time series, an interpolation program
is used to create any point density requested from a set of values read from
the graph. The time series analysis is performed to establish an exact dis-
tance between resolution cell centers as well as to locate the shoreline
boundary in the digital samples.

To begin the analysis, m values of water depth at various unevenly
spaced distances from shore are read from the water depth plot, Figure 9.
From these m points, a series of n depths are interpolated at a designated

_interval. A third-order-polynomial function is used in the interpolation
process. The scheme reduces to simple matrix computations and thus
easily generates the water depth series at various densities.

Analytically, the time series problem is expressed as follows:

Wn = distance from shore of nth depth measurement

Xn = distance from shore of nth reflectance measurement

AW = Wn - Wn-l (a constant distance between interpolated points)
AX = Xn - Xn-—l (the distance between sample centers)

T4
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Find X; and AW,, to obtain the maximum correlation between the two
series. This should occur when AW = AX and Xy = 0, thus revealing the
correct ratio of distance per sample and the positioning of the water-shore
boundary.

The correlation is computed by assigning a one-to-one correspondence
between the two series:

?1, ?Z, s 60 0y ?n, LI Y 'gm
Xl, XZ, “ sy Xn, * e 00y Xm

The correlation coefficient is calculated using the cross-product sum and the
standard duration of each series. One series is then shifted to the right (or
left) and the calculation repeated. The coefficients when compared indicate
the best spatial registration of the two series.

The results of the analysis isolate the position of the sample indicating
the lake edge and suggest the ratio value of 2.3 ft per sample. In Figure 37,
densities from 2.0 to 2.4 are shown with lead and lag of 125 cases. A max-
imum correlation appears on the 2.3 ft/case curve when a lag of four cases
is used. Possessing independent and dependent variables, the particular
problem of predicting water depth from reflectance measures can be
approached. For this purpose, regression analysis is attempted.

2.5 STEPWISE REGRESSION ANALYSIS

The program used in the analysis of water depth is a modification of a
regression analysis from the BIMED package of the University of California.
A sequence of multiple linear regression equations is computed. In a step-
wise manner, variables are added to the equation. The variable chosen is
the one which best reduces the error sum of squares. Consequently, it is the
variable which, if added, would have the highest F value. Partialling on the
~ variables already added, the new variable has the highest partial correlation
with the dependent variable.

Several useful outputs are available from the program. Prior to the

regression, the means, standard deviations, covariance, and correlation
matrices may be displayed.
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At each step the standard error of estimate, multiple R, and analysis
of variance table are provided. Also, for each variable in the equation, its
regression coefficient, standard error, and F to remove are given. For
variables not in the equation, their tolerance, partial correlation coefficient,
and F to enter are printed. Finally, the list of residuals may also be provided.

A useful program option is the transgeneration of input variables. Great
flexibility is given for a choice of functional form. For the problem of water
depth, the model previously described required-only three functional forms.

A linear re'gression of water depth (in meters) on reflectance measures
(in digitizer units) was performed. The initial data used were evaluated
at 2.2 ft/case. The following analyses were performed prior to obtaining
the final results from the time series, principally to test the program. Also, .
the inclusion of some information about the method in this report was desirable,
Two-hundred sets of nine values were inputted in spatial order. The correla-
tion matrix was printed and revealed physically expected results. Correla-
tions of greater than 0.75 were found between the third, fourth, and fifth
channels and the dependent variable. Since light penetration is greatest in
this frequency range, these variables would be expected to follow a water
depth contour. The correlation of both Channel 2 and Channel 6 was somewhat
less, 0.61 and 0.67. Little correlation (less than 0. 3) was found between the
ultraviolet or near-IR and the depth of water.

All eight variables were added to the regression equation in the following
order: Channels 4, 5, 7, 2, 3, 1, 8, and 6. The multiple R began at 0. 885
and continually increased to 0.896. At each step, the F test indicated signifi-
cance at the 0. 001 level. The standard error of estimate was 0.421 for the
first step and decreased to 0.375. (The standard deviation of the dependent
variable was 0.828). A disturbing result, however, appeared in the list of
residuals. Here a grouping of positive and negative signs was apparent.
Changes of sign occurred four times.

The functional form of first and second powers added the first several
variables as follows: Channel 4, 5, Channel 5 squared, Channel 6 squared,
Channel 4 squared, Channel 1, 6, 2, and so on. The multiple R for all 16
independent variables was 0. 934, and the standard error of estimate was
0.307. The F-ratio was, as in the previous case, significant at the 0. 001
level at all steps of the regression. Examination of the residuals revealed
a similar pattern of sign changes to the one found in the first-order functional
form.
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The same data were regressed in a third transgenerated form. The
water depth was predicted from the natural log of the reflectance measures.
For this analysis, the variables were added as follows: Channels 5, 4, 7, 1,
8, 6, 3, and 2. The multiple R was somewhat improved over the previous
first-order results. The first variable yielded 0. 881. With the eight varia-
bles in the equation, this statistic had risen to 0.920. As with both previous
functional forms, all steps were significant at the 0. 001 level. The standard
error of estimate approached 0. 329. Examination of the residuals showed a
similar pattern as in the previous models.

In an earlier section, overlap in the spatial resolution cell was men-
tioned. The pattern in the residual list suggests an autocorrelated series.
Use of the d-statistic (added to the regression program by the author) and
the ""significance points of the Von Neumann ratio of least-squares estimated
regression disturbances' (Theil and Nager) imply the rejection of the hy-
pothesis of no autocorrelation at the 1% level for the regressions performed.
This effect is known to produce needlessly large sampling variances for the
estimates of the regressor coefficients, through they are unbiased. Also,
the F tests indicated by the program are not valid. Since the overlap of the
resolution cell causes the mth reflectance sample of the nth channel, Xy,
to be related to the (m-1)th sample as follows:

X = X! + r(X )+ E , 0< r< 1
m m m-1 m

X! = true reflectance
m

E = error term . (2-20)
m '

then choosing an r and replacing X, with X, - r (Xp,_1) may remove the
autocorrelation (Johnston, p. 187).% The dependent variable is treated in
the same manner.

When r was chosen-as 0.25 and both the linear and logarithmic forms
were used, the d-statistic rejected the null hypothesis of no serial correla-
tion. The standard error and multiple R were lower than the previous cases
(r =0). Anr of 0.5 and 1.0 was also tried, using only the direct linear
combination (natural logs of occasionally negative differences being difficult

"to come by). The residual sign pattern in all three cases was not removed
or appreciably altered; the d-statistic remained too low. As with r = 0.25,
the standard error was smaller than that obtained using raw data and the

*See Bibliography.
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percentage of variance accounted for was also smaller. Using the results
of the F test, all equations extracted would be judged significant at the 0. 001
level.

The best estimate of case density was used in a straightforward linear
model. The water depth curve was evaluated at 2.3 ft/case to associate a
depth value with a set of reflectance measures. The first 200 cases (repre-
senting a distance of 460 ft from the shore) were submitted for analysis.
The channels were added to the predictor equation in the following order:

5, 4, 7, 1, 6, 8, 3, and finally 2. The multiple R for the single Channel 5
prediction was 0.851. With all eight variables included, the value had risen
slightly to 0. 896. The standard error of estimate was 0.369 with the inclu-
sion of all channels. The F-test indicated significance at the 0. 001 level, as
in the previous regressions. However, this estimate of case density did not
remove the apparent autocorrelation in the residuals. The value of the
d-statistic confirmed a visual inspection in suggesting a serial dependency.

The method of ordering by dependent variable and grouping was next
applied to attempt a more satisfying result. The first 300 samples were
ordered by water depth. Thiriy sets of measures were arrived at by
averaging over 10 successive samples. The multiple regression of the
natural log of the samples added the channels in the following order: 4, 7,
1, 3, 6, 2, 8, and 5. The multiple R with all eight variables in the equa-
tion was 0.977, the standard error of estimate being 0.275. Each step of
the analysis was significant at the 0. 001 level. The residuals, however,
showed no patterns but appeared in random order. The d-statistic was
comfortably above the minimum for acceptance of the hypothesis of no
autocorrelation. The coefficients of the regression were largest for
Channels 3 and 4 and smallest for Channels 5, 6, and 8.

In all the stepwise regression runs, the fourth channel was entered
as the first or second variable to be included. The resulting predictor
equations suggested this reflectance range receives a coefficient of magni-
tude greater than most of the other variables. The third or fifth channels
appeared as important variables in the prediction of water depth, one or
the other being entered at an early step and receiving a large coefficient.
The persistent pattern in the residual signs was never removed. The
regressions performed indicate a better fit from the logarithmic form,
as suggested by the model in Section 2.1. The standard error of estimate
was approximately 20-25% of the mean water depth (which ranged up to
2.2 m at a distance of 460 ft from shore). An increase in S/N ratio
could decrease this error. (Reference is made to this statement in the
Program Summary. )
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SECTION 3
PROGRAM RESULTS
3.1 SUMMARY OF COMPLETED STUDIES

The results obtained during this report are described in the following
paragraphs.

3.1.1 Theoretical Model

A mathematical model defining the relationship between the apparent
reflectance of a body of water and its depth and bottom reflectance was
derived. The expression is given as a parametric function of scattering and
absoxrption interactions of light intensity with water. Section 2.1 gives the
derivation. The expression was evaluated for various ratios of scattering to
absorption and bottom reflectances.

3.1.2  Factor Analysis Development

Several factor analysis programs were comparatively evaluated by
comparing performance on specially contrived data sets. The best of these
was selected for development to include the most desirable features of all
routines considered. The numerical accuracy of the resulting program is a
considerable improvement upon that provided by the original program. The
development and use of this technique are illustrated in Section 2. 2. One
primary application of this analysis dealt with the assignment of ground truth
(water depth) to sample spectra.

3.1.3 Sample Scanner Data

Portions of multispectral video from a test site selected over Lake
Michigan were sampled and recorded in digital form for computer analysis.
Portions of the sampled spectra were factor analyzed, correlated with known
water depths, and treated as independent variables in multiple regression
analyses. Film imagery of these portions was produced to illustrate the in-
formation content of single channels, factor-enhanced imagery, and regres-
sion imagery. The scanner, digitizing technique, and the film recorder are
described in Section 1.
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3.1.4 Ground Truth Collection

Several field exercises were conducted to collect information about
lake conditions and water depth at the flight times in the area over which the
multispectral scanner was flown. Water depth measurements were made on-
site during the time of data acquisition. Mappings of the area made just
previous to the flight by the Army Corps of Engineers were obtained. A de-
tailed sampling to measure various chemical parameters of the lake was pre-

pared by Professor F. Bevis of Grand Valley State College and is presented
in Appendix A.

3.1.5 Association of Data and Ground Truth

Section 2.3 describes the use of factor and time series analyses and
cross-correlation in the assignment of a value of water depth to sample
spectra. A factor isolated by the analysis showed resemblance to a variable
measuring depth which was sufficiently adequate to permit estimates of the
spatial coverage of each spectral sample. Using a polynomial estimating
procedure, lake bottom contours were converted to digital values which were
subsequently compared to the water depth factor. Time series analysis and
calculation ef cross-correlation permitted the locating of the water-beach
boundary in the data, as well as the exact spatial density of the digital
samples.

3.1.6 Regression Analysis

Several functional forms were used in the generation of a regression
predictor equation. All regression analyses were found to be significant at
a 0.1% confidence level. A pattern of alternating sign changes appeared in
the residuals in every computation. Such a pattern suggests the existence
of a serial dependency in the regression parameters. Several plausible
reasons explain the existence of serial dependency. Spatial overlap of scan
lines would produce this effect. A portion of the regression problem re-
quired the estimation of the exact distance between scan lines. The
assumption of a constant value may not be accurate; if so, no single density
estimate would be adequate. For evaluative purposes, however, it is evident
that information can be used in multispectral data for water depth prediction.

Two methods used to display this information are described in the following
section.

82




3.1.7 Water Depth Prediction

The water depth information (as related to measured reflectance) in
multispectral data is shown in Figures 38 and 39. In Figure 38, depth curves
as measured by the Army Corps of Engineers are compared with the depth
as predicted by the regression analysis results. Figure 39 shows a contour
mapping of equal depth lines (as measured by the depth prediction equation).
The mapping was made by level thresholding the output of the analog com-
puter while the computer was generating the linear regression equation:

8
y depth = Z a; X + C ()(i = reflectance in ith channel)
{21

where
c = constant

The thresholding of the depth voltage was accomplished with comparators
and logic circuitry.

3.2 OBSERVATIONS AND CONCLUSIONS

In this section, the limitations posed on the research study are dis-
cussed. Some comments are made in retrospect which may guide future
. multispectral data analysis. From the results, certain generalities are
inferred for consideration.

The principal conclusion drawn is the existence of water depth infor-
mation in multispectral data, and further, that this information is recoverable.
Both the contour maps and prediction lines demonstrate this. The most
useful tool applied to the information extraction problem was the numerical
technique of linear regression. This is due to the nature of the quantitative
problem, i.e., the prediction of a dependent variable. The physical model
suggested an exponential relation between reflectance and depth, thus posing
initial restrictions on linear processing techniques. Measurable reflectance
changes were shown to be asymptotic to a common value dependent only on
scattering and absorption properties of the water. Multispectral data would
not contain depth information beyond that value. Generalizing the results
would require consideration of the 'light' properties of the particular body
of water being surveyed. Changes in mineral (or pollutant) content or salinity
in altering the scattering and absorption properties would yield different
quantitative answers. However, over water regions which may be assumed
homogeneous, numerical results may be consistent.
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In summary, the study provided important insight into the quantitative
use of multispectral data. The water depth mapping is apparently feasible
within the limitations discussed. A degree of operational accuracy sufficient
to distinguish navigable from unnavigable depths would not be a difficult
extension of the work completed. '

A hybrid processing approach employing three levels of processing
would be appropriate for this purpose. The information contained in multi-
spectral data is of the categorical type rather than the measurement type
for which regression analysis is best suited. In recognizing this, a three-
step processing scheme would first apply tests to determine the nature of
the water observed. This categorical decision would specify the type of
suspended and dissolved material affecting the optical properties of the
water. The second step would determine the amount of such material sus-
pended; in both cases, the conclusions are based on observation of water
deep enough to have the asymptotic reflectance. With these conclusions,

a ""best" set of regression coefficients would be selected for the actual
depth measurements. Such a scheme would make better use of the available
information and could draw upon a base of research oriented towards solu-
tion of the more usual categorical decision problems put to multispectral
data.
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APPENDIX A
GROUND TRUTH

The following report was prepared by Frederick Bevis for the Bendix
Aerospace Systems Division. It describes the physical and chemical
parameters of the Lake Michigan, Pentwater nearshore area, during the
months of August and September 1969.
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All oxygen values are 100% saturated or greater,.
for all depths in the water column.  Surface water
temperature and bottom water temperature differences
did not exceed 3.5°C on July 21, and 1.0°C on

July 24, as shown in the table below.

Temperature Range in °C

Station - . ] : Date

: 7/21 7/24
2-1 (N, offshore) 2.7 0.8
2-2 (N, inshore) 3.5 0.1
4-1 (S, offshore) 2.6 1.0
42 0.7 1.0

(S, inshore)

Cool offshore Lake Michigan water from the NW mixed
with the nearshore water on July 21 resulted in
wider temperature differences. - This condition did.
not obtain on July 24. ,

No significant differences in pH, percent transmit-
tance, and turbidity were found. Secchi disc
readings indicate turbulence in the water column on
July 21 and 22 W1th calm water (little mixing) on
July 24,

Evaluation of the pigment assemblage indicates a
phytoplankton dominated by Bacillariophyceae (diatoms),
with some Chlorophyceae (green algae) and Cyanophyceae
(blue~-green algae). Counts of the phytoplankton, of
which diatom frustules/ml. are summarized in Table 5,
enhance this conclusion. Diatoms generally exceeded
all other algae by 100 - 1000 x. The concentrations
of chlorophyll -a, -b, -c, total chlorophyll (Cy)
and total carotenoids (TC) are as expected for
'unpolluted! Lake Michigan water. Higher concentra-
tions of chlorophyll -c (and total chlorophyll -Cy )
support the pulse (bloom) in diatoms reaching a peak
on July 22 as shown for stations 2-2 (N, inshore)
and 4-1 (S, offshore) in Table 5.




Table 4.

Seston levels indicate mixed water on July 21,

with considerable detritus (non-living organic
matter) in the water column.
pended particulate matter occurred on July 22,

particularly along the south line (stations 4-1

and 4-2).

Settling of sus-

Low seston levels obtain in the calm

water of July 24, where essentially all seston

recorded was living phytoplankton.

Table 5.

A diatom 'pulse' is indicated for all stations

reaching a peak on July 22. Maximum frustules/

ml. were counted for stations 2-2 (N, inshore)
This 'pulse' subsided by
July 24, apparently associated with Nitrate
Mitrogen ( NO3~N) depletion as shown in Table 6.

and 4-1 (S, offshore).

Table 6.

Nitrate nitrogen ( NO.,~N) concentrations increased

for all stations, excépt 4-2 (S, inshore), from

© July 21 to July 22.

This increase may be related

to prevailing KW winds and southern drift of the
nearshore water carrying nitrates from the source
at the outlet of the Pentwater channel into the
‘study area as shown in the following diagrams,

7/21/69
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2-1 62

*.095

R N

i \

}\\\ 7/22/69
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7/24/69
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*.086

—NO3—N concentrations:

1 m depth
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Tablev

Table

Table

Table

- Table

7.

10,

11.

Nitrate nitrogen is the ‘'critical' nutrient in

the regulation of phytoplankton blooms. The
decrease in nitrate from July 22 to July 24 is
apparently related to utilization by phytoplankton
during the diatom 'pulse.’

Ferric iron (Fe+++) concentrations show the same
distribution pattern as nitrate nitrogen in the
above diagrams. Pronounced ferric iron stratifi-
cation on July 24 is most likely related to preci-
pitation as Fe, PO, or the settling of particulate
organic matter with 'bond' ferric ion. Ferrous
iron (Fe*?) was not detectable (test sensitivity
0.001 prPM). -

Ortho-phosphate (_PO4—P) and total phosphate

(T- PO,) levels show no significant differences
from s%ation to station, depth to depth, and day
to day. Values as expected for Lake Michigan
nearshore water. N ST -

CO2, sO,, NO,, and TDS levels show no differences
from sta%ion t0 station, depth to depth, and day
to day. Values as expected for Lake Michigan near-
shore water.

Calcium hardness as ppm CaCO, shows no differences
from station to station, dep%h to depth, and day

to dav. Values as expected for Lake Michigan near-
shore water, :

ODI and COD levels show little difference from
station to station, depth to depth, and day to day,
with the possible exception of July 24 where the
slight decrease in ODI and COD for all stations
may be related to the decrease in amount of organic
matter in the water column {see Table 4, Seston in
mg/m3).




Table 12.

All parameters measured for the Pentwater Channel
surface water were as expected for a 'polluted'
lake discharge into Lake Michigan. Relatively

low nitrate nitrogen concentrations are probably
directly related to the 'bloom' of blue-green and
green algae occurring on both sample days, July 23
and July 24. Seston levels support this arqgument,
as does the high concentrations of chlorophyll -a
and other pigments. '




Procedures

1.

2.’ ’

A-10

Temperature (°C) and dissolved oxygen (ppm) measured
direct with YSI temperature compensated Oxygen Analyzer.

pH measured on Beckman Expandomatic pH Meter. Percent
transmittance and turbidity (JTU) measure direct on
Hach DR Colorimeter.

Chlorophyll -a, -b, -c, total chlorophyll (Ct) and total
carotenoid (TC) calculated from the Strickland - Parsons
equations (A Practical Handbook of Seawater Analysis,
Bull. 167, Fisheries Res. Board, Canada, 1968) as given
below.

6650
20,7 E

6450
- 4,34 E

6300°

C-b - 4,42 E

n

6450
- 4,64 E

6650
- 16,3 E

6300°

C~-c = 55

E6300 6650 6450 "

TC = 4.0 E4800'

Seston determinations follow procedure of Strickland and
Parsons (3 above).

Diatoms counted according to method of Holland, R. 1969,
"Seasonal FLuctuations of Lake Michigan Diatoms," Limno.
and Oceanogr. 14(2): 423-436.

Nitrogen, Nitrate - Cadmium reduction method with 1-
Naphthylamine-Sulfanilic Acid.

Iron, Ferric - 1, l0-Phenanthroline and 2,4,6-Tripyridyl-s-
triazine methods used.

Phosphate determinations by ammonium Molybclate-Stannous
reduction method.

CO, - titration with sodium hydroxide with phenolphthalein
indicator.

—804— Barium sulfate turbidimetric method.

“NO.- similar to —NO3—N method with cadmium reductor
omi%ted.

TDS - direct in ppm NaCl on Hach Conductivity Meter.




10.

11.

Calcium Hardness - titration with Disodium Dihydrogen
-1, 2-Cyclohexanediaminetetraacetate (CDTA).

ODI ~ dichromate-sulfuric acid oxidation.

COD - sulfuric acid - silver sulfate oxidation with
potassium dichromate.




Table 1 ., Temperature in °Cl) and Dissolved Oxygen (DO)Z)
in PPM, Lake Michigan, Pentwater Nearshore Area,

July 1969.
Station ' Depth (m) T(°C) DO (PPM)
- July 21, 1969 -
2-1 (N, offshore) 1 17.4 10.3
5 17.5 11.3
2-2 (N, inshore) 1 20.2 11.3
: S (4 1/2) 16.8 10.9
4-1 (S, offshore) 1 17.3 10.3
5 l6.7 11.2
4-2 (S, inshore) 1 18.6 10.8
' 5 (4 1/2) 18.1 11.2

- July 24, 1969 -

2-1 1 19.8 9.9
5 19.4 11.0
2-2 1 19.0 9.9
5 (4 1/2) 18.9 11.1
4-1 1 20.0 9.7
5 19.4 10.6
4-2 1 20.1 9.9
5 (4 1/2) 19.2 10.7

1) and 2) X of 3 observations immediately above and including
the reading at the depth given.
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Table 2 . pH, % Transmittance, Turbidity (JTU)l), and
Secchi Disc Readings, Lake Michigan, Pentwater
Nearshore Area, July 1969,

Station Depth (m) pH $ T - JTU2) Secchi
Disc3
- July 21, 1969 -
2-1 (N, offshore) 1 8.79 99.8 7 15
) 5 8.81 99.7 8
2-2 (N, inshore) 1 8.79 99.7 7 10
5 (4 1/2) 8.79 100.0 8
4-1 (S, offshore) 1 8.80 99.8 5 16
5 8.77 99.6 7
4~2 (S, inshore) 1 8.78 99.5 7 11
5 (4 1/2) 8.78 99.7 4
- July 22, 1969 -
2~-1 1 8.77 99.7 9 15.5
5 8.82 99.8 10 (13)
2-2 1 8.80 99.7 5 10
5 (4 1/2) 8.77 99.7 -6 (10)
4-1 1l 8.82 99.8 7 15
5 8.81 99.7 6 (14)
4-2 1 8.79 99.7 6 12
5 (4 1/2) 8.81 99.8 5 (12.5)
- July 24, 1969 -
2~1 1l 8.80 100.0 7 16
5 8.82 98.6 12
2-2 1 8.79 99.4 10 13
5 (4 1/2) 8.80 99.6 8
4-1 1 8.82 99.7 8 16
5 8.81 99.8 7
4-2 1 8.83 99.6 7 14
5 (4 1/2) 8.80 99.8 6

1) and 2) JTU - Jackson Turbidity Units. Test sensitive to 1 JTU.

3) Secchi disc readings in Ft. by Robert Breault, Bendix Corpora-
tion, Aerospace Systems Division. July 21st reading at 3:00 p.m.,
July 22nd at 10:45 a.m., except for ( ) at 8:30 a.m., and
July 24th at 8:00 a.m.




Table 3 . Chlorophyll -a, -b, -c¢, Total Chlorophyll (Ct)

and Total Carotenoid (TC) Levelsl)
m3, Lake Michigan, Pentwater Nearshore Area,

in mg pigment/

@ 7500 A, 6650 A, 6450 R, 6300 A, and 4800 A,

July 1969.
Station Depth (m) Level
: -a -b -C C TC
t

, - July 21, 1969 -
2-1 (N, offshore) 1 2.87 3.51 5.02 11.40 3.44
5 3.02 3.04 1.11 7.17 4.60
2-2 (N, inshore) 1 2.86 2.12 3.62 8.60 4.48
5 (4 1/2) 7.43 2.82 3.45. 13.72 5.12
4-1 (8, offshore) 1 2.85 3.52 3.67 10.04 3.20
5 2.29 2.06 2.96  7.31 3.52
-4-2 (8, inshore) 1 1.40 1,40 3.33 6.13 2.68
5 (4 1/2) 2.03 2.00 2.26 6.29 3.20

- July 22, 1969 -~
2-1 1 1.51 2.26 9.82 13.59 3.64
5 2.49 2.10 8.00 12.59 3.9¢6
2-2 1 1.36 1.82 9.50 12.68 4.04
5 (4 1/2) 13.85 9.31 30.46 53.62 6.64
4-1 1 2.63 3.53 12.56 18.78 5.20
5 5.26 3.86 10.70 19.82 4.32
4-2 1 1.77 3.40 0.25 5.42 2.76
5 (4 1/2) 2,55 2.81 8,95 14.31 5.24

- July 24, 1969 -
2-1 1 1.57 2.09 10.46 14.12 3.24
5 1.75 2.59 11.45 15.79 3.76
2-2 1 2.12 2.77 11.56 16.45 3.52
5 (4 1/2) 2.45 3.79 11.74 17.98 3.72
4-1 1 2.01 2.42 8,84 13,27 3.48
5 1.80 1.59 7.39 10.78 2.36
4-2 1 1.15 1.51 7.98 10.64 2.48
5 (4 1/2) 1.56 1.67 8.77 12.00 2.36
1) 20 hour,extractjon @ 4°C in 90%,acetone. Exfinction values




Table 4 . Sestonl)
Nearshore Area, July 1969.

Levels in mg/m3, Lake Michigan, Pentwater

Station Depth (m) Level

- July 21, 1969 -

2-1 (N, offshore) 1 95
5 110
2-2 (N, inshore) 1l 70
5 (4 1/2) 95
4-1 (s, offshore) l 70
5 70
4-2 (S, inshore) 1 95
5 (4 1/2) : 45
- July 22, 1969 -
2-1 1l 45
5 45
2-2 1 95
5 (4 1/2) 95
4-1 1 45
5 110
4-2 ’ 1 ) 45
5 (4 1/2) o 110
- July 24, 1969 -
2-1 1l 24
5 » 21
2-2 1l 15
5 (4 1/2) 19
4-1 1 24
5 19
4-2 1l 19
5 (4 1/2) 14

1) Seston includes both living organisms, phvtoplankton and

zooplankton, and the non-living particles of organic natter

floatina or held in suspension in the water.
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Table 5 « Diatoms (Frustules)/ml.l), Lake Michigan,
Pentwater Nearshore Area, July 1969.

Station - Depth (m) Count

- July 21, 1969 -

2-1 (N, offshore) 1 142
5 110
2-2 (N, inshore) 1 219
5 (4 1/2) 733
4-1 (s, offshore) 1 187
5 605
4-2 (S, inshore) 1 195
5 (4 1/2) 107
- July 22, 1969 -
2-1 1 225
5 430
2-2 1l 318
5 (4 1/2) 1736
4-1 1 262
5 1038
4-2 1l 373
5 (4 1/2) 429
- July 24, 1969 -
2-1 1 182
5 461
2-2 1l 513
5 (4 1/2) 1105
4-1 1 357
5 296
4-2 1 304
5 (4 1/2) 361

1) ¥ of 3 - 1 ml. counts/depth/station.




Table 6 . Nitrate Nitrogen ( NO,-N) Levels in PPMl), Lake
Michigan, Pentwater Néarshore Area, July 1969.

Station Depth (m) Level

- July 21, 1969 -

2-1 (N, offshore) 1l 0.062
5 0.095

2-2 (N, inshore) 1 0.067
5 (4 1/2) 0.075

4-1 (S, offshore) 1l 0.078
5 0.060

4-2 (S, inshore) 1 - 0.087
5 (4 1/2) 0.091

- July 22, 1969 - .

2-1 1 ' - 0.067
: 5 0.103

2-2 1 0.064
5 (4 1/2) 0.083

4-1 1 0.063
5 0.127

4-2 1l 0.066
5 (4 1/2) _ 0.093

- July 24, 1969 - ,

2-1 1 0.085
5 . 0.089

2-2 1 0.069
5 (4 1/2) 0.074

4-1 ’ l 0.083
5 0.086

4-2 l 0.080
5 (4 1/2) 0.079

1) X of 3 tests/depth/station
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Table 7 . Ferric Iron (Fe+++) Levels in PPM

Michigan, Pentwater Nearshore Area, July 1969.

Station Depth (m) Level
- July 21, 1969 -
2-1 (N, offshore) 1 0.045
5 0.021
2-2 (M, inshore) 1 0.006
5 (4 1/2) 0.041
4-1 (S, offshore) 1 0.025
5 0.040
4-2 (s, inshore) 1 0.036
5 (4 1/2) 0.035
- July 22, 1969 -
2-1 1 0.039
5 0.042
2-2 1 0.013
5 (4 1/2) 0.014
4-1 1 0.028
5 0.038
4-2 1 0.026
5 (4 1/2) 0.014
- July 24, 1969 -
2-1 1 0.005
5 0.034
2-2 1 0.006
5 (4 1/2) 0.019
4-1 1 - 0.005
5 0.025
4-2 1 0.006
5 (4 1/2) 0.033
1) X of 3 tests/depth/station
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Table 8 . OrthO*PhosphatelfwPO -P) and Total Ph

(T-"PO
Pentwa

} Levels
er Nearshore Area, July 1969,

in PPM, Lake Michig

osphate
an,

Station Dépth (m) Level
- July 21, 1969 -
2-1 (N, offshore) 1l 0.001 0.005
A 5 0.005 0.005
2-2 (N, inshore) 1 0.006 0.006
5 (4 1/2) 0.003 0.004
4-1 (s, offshore) 1l 0.005 0.005
5 0.005 0.005
4-2 (S, inshore) 1l .0.002 0.004
5 (4 1/2) 0.004 0.004
- July 22, 1969 -
2-1 1 0.003 0.005
5 0.003 0.004
2-2 1 0.003 0.003
5 (4 1/2) 0.004 0.004
4-1 1 0.002 0.003
5 . 0.002 0.002
4-2 1l : 0.001 0.003
5 (4 1/2) 0.004 0.005
- July 24, 1969 -
2-1 1 0.004 0.005
5 0.004 0.005
2-2 1 0.005 0.007
5 (4 1/2) 0.003 0.006
4-1 1 0.003 0.005
5 0.004 0.005
4-2 1 0.004 0.006
5 (4 1/2) 0.002 0.004
1) ¥ of 3 tests/depth/station. Test sensitive to 0.001 PPM.
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Table 9. co,, so,, "Noz, and TDSl) Levelsz) in PPM,
Laﬁe Michigan, Pentwater Nearshore Area,
July 1969.
Station Depth (m) _  Level
002 SO4 N02 TDS
- July 21, 1969 -
2-1 (N, offshore) 1l 7.0 24 0.001 130
5 6.9 23 0.002 130
2-2 (N, inshore) 1l 7.0 23 0.001 129
5 (4 1/2) 7.0 24 0.001 130
4~-1 (S, offshore) 1l 7.0 22 0.001 130
) 5 7.0 24 0.002 129
4~2 (S, inshore) 1l 7.0 23 0.001 130
5 (4 1/2) 7.0 22 0.002 130

- July 22, 1969 -

2-1 1 7.0 24 0.001 129
: 5 7.0 24 0,002 130

2-2 1 7.0 23 0.001 131
5 (4 1/2) 7.0 24  0.002 131

4-1 1 7.0 23 0,001 129
5 7.0 24 0.002 129

4-2 1 7.0 23 0,001 132
5 (4 1/2) 6.9 23  0.002 132

- July 24, 1969 - |

2-1 1 7.0 24  0.001 134
5 7.0 24  0.001 134

2-2 1 6.9 23 0,001 134
| 5 (4 1/2) 7.0 23 0.002 135
4-1 1 7.0 23 0.001 134
5 7.0 24 0.002 132

4-2 1 7.0 23 0.001 135
5 (4 1/2) 7.0 24 0.002 137

1) CO,-Carbon Dioxide; ~S0,-Sulfate; -NOz— Nitrite Nitrogen; and
TD% - Total Dissolved Solids as PPM NacCl.

2) X of 3 tests/depth/station. Test sensitivity: CO,- 0.2 PPM;

‘504— 1 PPM; —NOZ- 0.001 PPM; and TDS - 5 PPM.
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Table 10. Calcium Hardness Levelsl) in PPM CaCO,, Lake
Michigan, Pentwater Nearshore Area, July 1969.

Station Depth (m) Level

- July 21, 1969 -

2-1 (N, offshore) 1 96
5 95
2-2 (N, inshore) 1 92
5 (4 1/2) 89
4-1 (S, offshore) 1 ‘ 89
_ 5 ‘ 94
4-2 (s, inshore) 1 . 93
5 (4 1/2) 89

- July 22, 1969 - » _
2-1 | 1 ‘ ' 92
5 97
2-2 1 94
5 (4 1/2) 92
4-1 1 95
5 91
4-2 1l » 93
5 (4 1/2) _ - 95

- July 24, 1969 -

2-1 1 98
5 ' » 92
2-2 1l : 95
_ 5 (4 1/2) ‘ .95
4-1 1 92
5 93
4-2 1 93
5 (4 1/2) 90

1) X of 6 tests/depth/station. Test sensitive to 5 PPM CaCOj.
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Table 11 .| Oxygen Demand Index

e

§ODI) and Chemical Oxygen
Demand (COD) Levels in PPM, Lake Michiaan,
Pentwater Nearshore Area, July 1969.

Station Depth (m) op1?) COL:
A - July 21, 1969 -
2-1 (N, offshore) 1 0.9 10
: 5 1.0 11
2-2 (N, inshore)’ 1 1.0 14
5 (4 1/2) 1.0 12
5 1.0 12
4-2 (S, inshore) 1l 1.0 10
5 (4 1/2) 6.9 11
- July 22, 1969 -
2-1 1 1.0 14
5 1.0 11
2-2 1 1.0 9
5 (4 1/2) 0.9 14
4-1 1 0.9 15
5 0.9 13
4-2 1 1.0 15
5 (4 1/2) 1.1 10
- July 24, 1969 -
2-1 1 0.8 8
5 0.9 10
2-2 1 0.8 9
5 (4 1/2) 0.8 10
4-1 1 1.0 11
5 0.9 10
4-2 1 0.9 9
5 (4 1/2) 0.9 8

1) Test sensitivity: ODI - 0.1 PPM; COD - 5 PPM.

2) ODI, an approximation of normal BOD (Biochemical Oxygen
Demand) .




Table 12 .

Some Physical and Chemical Parameters of the

Pentwater Channel Surface Water, July 1969.

7/23
7724

7/23
7724

7/23
7/24

7/23
7/24

Temperature
(°C)
21.3
DO CO, ~NO;-N
10.5 5.5
9.8 6.5

Calcium Hardness

114
105
Seston
139
195

- Turbidity
(JTU)

25

0.000 0.007

0.001 0.007

Chlorophyll -a -b
 16.80 10.22
11.95 12.69

pH

8.81

8.79

T-PO4 ODI

14.36

6.53

——— . —— T —— ——_— _— Y WS W i GSh o — .

cob
21

26

18.88

16.12

1) TDS - Total Dissolved Solids as PPM NaCl.

2) X of 3 tests/sample.
3) as PPM CaCoO
4) C

3'

- Total Chlorophyll; TC - Total Carotenoids.
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Comments on Observations

Table 1.

Table 2.

Table 3.

All oxygen values are 100% saturated or greater,
for all depths in the water column. This situa-
tion obtained in July (see 'Pentwater 1' report,
Table 1, August 1969). Surface water temperature
and bottom water temperature differences did not
exceed 0.5°C, inshore or offshore, indicating
well 'mixed' conditions, as shown in the table
below.

Temperature Range in °C

Station Temp. Range
4-1 (S, offshore) 0.4
4--2 (S, inshore) 0.5

Evaluation of the pigment assemblage indicates
a phytoplankton dominated by Bacillariophyceae
(diatoms) with a greater abundance of chloro-
phyceae (green algae), particularly the fila-
mentous algae - Cladophora glomerata, then pre-
viously noted in” the July survey ( Pentwater 1',
August 1969 report). This green algae forms
'windrows' of decaying filaments along the

Lake Michigan shoreline particularly in the
vicinity of the outflow of the larger rivers
bordering Lake Michigan.

In general, the chlorophyll pigment concen-
trations for September are lower than those
measured in July. Total carotenoid levels

(TC) appear similar to those measured in July.

Seston levels apparently indicate nmixed water
with considerable detritus (non-living organic
matter) in the water column. The maximum level
occurring at lm. for both stations 4-1 and 4-2
correlate well with the diatom counts (Table 4)
for this depth at both stations. No evidence
of a diatom 'pulse' is indicated for any depth
at the sampling stations. The maximum of 465
frustules/ml. is approximately one-cuarter of
the hign count of 1736 for 2-2 Station at 5
meters, obtained Julv 22, 1969 (Takle 5, 'Pent-
water 1', August 1969 report).
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Table 4.

Table . 5.

Table ©.

A-28

These are relatively low counts of frustules/ml.
for September in the nearshore waters of Lake
Michigan. '

Iron (Fe+++) depletion is evident for both
station 4-1 and 4-2, at the lm. depth, whereas
the NO,-N levels are greater at .this depth.
Ortho-phosphate (" P0O,-P) levels are approximately
100 X those of July (Table 8., 'Pentwater 1;
August 1969). The July phosphate levels reflect
the normal depletion associated with plankton
utilization, while the September levels indicate
the typical phosphate ‘'replenishment' associatecd
with the onset of fall and decay of detritus in
the water column.

The pH and TDS levels of the stations and depths
sampled are summarized in the table bhelow.

pH and TDSl)

Station Depth (m) . phi WDS

4-1 (S, offshore) 0 8.87 115
1 8.91 114
5 8.93 114

4-2 (S, inshore) O 8.91 115
1 8.89 112

l)TDS--Total dissolved solids in PPM NacCl.

Nitrate nitrogen ("NOB—N) and ortho-phosphate
(—PO4—P) levels are considerably higher than

reported for July (Table 12, 'Pentwater 1',
August 1969). This condition is typical of
the fall period of nutrient recycling ('re-
plenishment') in fresh water lakes.




Table 1 . Temperature in °Cl) and Dissolved Oxygen (DO)
in PPM, Lake Michigan, Pentwater Nearshore
Area, September 4, 1969.

Station Depth (m) T(°C) DO (PPM)

4-1 (S, offshore) 0 21.8 9.85
1l 21.9 9.25
5 21.8 8.73
4-2 (S, inshore) 0 22.2 10.30
1l 22.1 9.95

1) and 2) X of 3 observations immediately above and in-
cluding the reading at the depth given, with
the exception of surface water temperature and
DO (0) which is as recorded in the field.

2)




Table 2 . Chlorophyll -a, -b,

~c¢, Total Chlorophyll
(C } and Total Carotenocid (TC) Levelsl@ in

ng plgment/m ., Lake Michigan, Pentwater

Nearshore Area, September 4, 1969.
Station Depth (m) Level
-a =b ¢ Cy TC
4-1 (S, offshore) 0 1.80 1.93 4.28 8.01 4.20
1 2.22 2.92 4.63 9.77 4.40
5 2.60 2.57 3.94 9.11 4.60
4-2 (S, inshore) 0 1.17 1.67 3.28 6.66 3.00
, 1 1.74 2.29 2.44 6.47 4.16
1) 20 hour extractlon @ 4°C in 90% acetone. thlnction
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Table 3 . Seston 1) Levels in mg/m3 Lake Michigan,
Pentwater Nearshore Area, September 4, 1969.

Station Depth (m) Level

4-1 (S, offshore) 0 18
1 72
5 40
4-2 (S, inshore) 0 34
1l 74

1) Seston includes both living organisms, phytoplankton

and zooplankton,and the non-living particles of
organic matter floating or held in suspensicn in
tie water.




. - \ 1 C s
Table 4 . Diatoms (Frustules)/ml, ), Lake Michigan,
Pentwater Nearshore Area, September 4, 1969,

Station Depth (m) . Count

4-1 (8, offshore) 0 207
: 1 - 416

5 311

4-2 (S, inshore) 0 176
1 465

1) ¥ of 3 -1 ml. counts/deptii/station.
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Table 5 . Nitrate Nitrogen (fNO3—N), Ortho-Phosphate

( "PO,-P), and Ferric Iron (Fe+++) Levels in

PPMl , Lake Michigan, Pentwater Nearshore

Area, September 4, 1969.

Station Depth (m) “NOB-—N "'Po4~P Fe+++

4-1 (S, offshore) 0 0.053 0.07 0.042
1 0.078 0.05 0.005
5 0.059 0.06 0.019
4-2 (S, inshore) 0 0.067 0.06 0.020
1 0.094 ' 06.05 :0.004

1) X of 3 tests/depth/station.
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Table _6 . Some Physical and Chemical Parameters of the
Pentwater Channel Surface Water, September

4, 1969.
1)
Temperature TDS pH
20.7 143 8.97

____________ ppMz)_-......__......_..-.-

DO NO 3-N PO 4 -P Fet+++

9.65 0.056 0.07 0.041
e mg/m3 ---------- R
. . 3) 3)
Seston Chlorophyll -a ~-b -C Ct TC

74 8.79 6.22 7.56 22.57 5.56

1) TDS - Total Dissolved Solids as PPM NaCl.
2) X of 3 tests/sample.

3) Cy - Total Chlorophyll; TC- Total Carotenoids.




APPENDIX B
FACTOR ANALYSIS

The matrix demonstration which follows shows the basis for factor anal-
ysis and that the unrotated factors first obtained by diagonalization of the cor-
relation matrix are statistically independent.

For a data matrix, ,,X;,, consisting of n column vectors, each column
representing a complete spectral observation, and m rows, each row repre-
senting a single channel of the observation, the m by m correlation matrix,
R, is

T

S S S X iX-X) s
JR_=—=—8 (X-X)(X-X s (B-1)

where the following definitions have been used, m being the number of channels
and n the number of observation:

(1) -}—( = the m by n matrix of mean values
_Xl X1 X1
= XZ X2
X X
where

,i=1’ oac’m

1

]
N
ol

i




(2) S

i

the diagonal matrix of standard deviations

S
1
_ o)
- s2.
0 ‘s
u m
where
2 1/2
(xx)
ij - 1
s, = |12
1 n
and
1/g i
1 1 o)
§ = 1/
S,
0 )
1/sm

These operations transform the data to standard form. Subsequent expres-

sions using the matrix X are presented in a simpler form by assuming that
the data are in standard form.

R is the real symmetric correlation matrix which can be diagonalized by a
unitary transformation to obtain:

T

., ... X\ )=U"RU | (B-2)
m

2’

Define |
Vo ¢ D(m,m, ) (B-3)

It follows that

vTru =V D (B-4)




and

-1 -
: V D VUTRU %/D 1 =1 (B-5)
which can also be written as _
-1_T - ’ _
Vo tutxxTu o lonr. (B-6)

A factor score matrix, F, can now be identified and defined as

r ={p 'IUTX

m n

d AX . (B-7)
The correlation matrix of factor scores follows from the definition and from
Equation B-6. Notice that

S N (B-8)
n m nn m Imim

is the identity matrix. Since all off diagonal elements of the correlation
matrix are zero, the factor scores are uncorrelated.

The eigenvalues, Ay, A, oo Ay, of a real symmetric matrix such as
R, are positive definite. Each eigenvalue represents the amount of variation
found in the direction of its corresponding eigenvector.

The communality of a variable is the fraction of the variance of the
variable which is explained by the common factors, the remainder being at-
tributable to a specific factor for the variable and the error variance. The
reduced correlation matrix is obtained by substituting estimates of the com-
~ munalities for the diagonal elements of the correlation matrix. Estimates for
the communalities are acceptable only if the reduced matrix is positive semi-
definite. The foregoing derivation also holds for the reduced matrix. Since
the matrix is real and symmetric, an orthogonal transformation U exists for
obtaining the diagonal matrix D, and the eigenvalues are all positive or zero,
because of the positive definite character of the reduced correlation matrix.
The principal component analysis diagonalizes the correlation matrix (ones
along the diagonal); whereas, the principal-factor analysis operates on the
reduced correlation matrix (communalities on the diagonal).

Rotated analyses are derived from the initial factor matrix. A straight-
forward rotation of factor axes following an exact analytic criterion results in
a new set of factors. The rotation is accomplished by applying a minimizing
or maximizing process. The VARIMAX procedure attempts to simplify the




td

factors by extracting components that tend toward unity or zero while main-
taining the zerc correlation of the factors. OBLIMIN rotations involve min-
imizing similar expressions without the requirement of maintaining zero cor-
relation. An arbitrary constant ranging from 0 to 1 provides an infinite
nurnber of solutions, When the constant is close to unity, the resulting fac-
itors are generally uacorrelated. A near-zero constant yields the most simple
factor components (many zerc weights) but the factors are highly correlated.

Typically, a constant of 0.5 is used to control correlation while providing
some simplification.




